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Abstract. With artificial intelligence (AI) systems entering our working and leisure
environments with increasing adaptation and learning capabilities, new opportuni-
ties arise for developing hybrid (human-AI) intelligence (HI) systems, comprising
new ways of collaboration. However, there is not yet a structured way of specify-
ing design solutions of collaboration for hybrid intelligence (HI) systems and there
is a lack of best practices shared across application domains. We address this gap
by investigating the generalization of specific design solutions into design patterns
that can be shared and applied in different contexts. We present a human-centered
bottom-up approach for the specification of design solutions and their abstraction
into team design patterns. We apply the proposed approach for 4 concrete HI use
cases and show the successful extraction of team design patterns that are general-
izable, providing re-usable design components across various domains. This work
advances previous research on team design patterns and designing applications of
HI systems.

Keywords. Hybrid Intelligence, Team Design Patterns, Use-case based research,
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1. Introduction

The integration of AI in various aspects of our lives is becoming increasingly preva-
lent, resulting in a growing frequency of human-AI interaction. The advancements in
AI research enable new opportunities for technology to perform part of the work au-
tonomously, e.g., in the medical, financial, legal, and military fields [1]. This leads to new
research challenges regarding the cooperation between the AI-technology and humans,
which receives attention from both business perspectives, e.g., Google [2], IBM [3], and
research perspectives (e.g., [4,5]). Several research & development agendas have em-
phasized the need to address these challenges, in particular on creating synergy between
human and AI systems through cooperation on the individual and teaming levels [6,7].

This synergy can be achieved by HI, which can be characterized as a human-AI
system that is able to accomplish complex goals by combining human and AI, collec-
tively working on a shared objective, being dependent on each other, and by co-evolving
through mutual adaptation and learning, both implicitly as well as explicitly. The general
rationale is (1) that humans and AI have complementary capabilities that, when com-
bined, augment each other [8], and (2) that humans and AI will co-learn over time, adapt-
ing to each other and to the dynamic environment in which they operate [9]. The de-
sign of such a situated interdependent development process involves the establishment
(and possibly growth) of a symbiotic relationship between humans and AI that benefits
humans.

Research and development of AI are often focused on designing specific (techni-
cal) solutions for demarcated tasks in certain use cases. Hybrid Intelligence involves a
more holistic approach to advance human-AI work processes, addressing the relevant
dyadic, team, organizational and societal aspects of these processes [5]. The main re-
search challenge for HI has been identified as “how to build adaptive intelligent systems
that augment rather than replace human intelligence, leverage our strengths, and com-
pensate for our weaknesses while taking into account ethical, legal, and societal con-
siderations” [6], with four subchallenges: collaborative HI, adaptive HI, responsible HI,
and explainable HI. This requires the creation of reusable and generic solutions to hy-
brid intelligence problems, as well as frameworks with which solutions can be designed
and implemented [10,11]. One of these generic solutions is the specification of design
patterns, focusing on the human-AI interactions and collaborations in a human-AI team.
For that reason, a group of HI and domain experts met at the workshop Human-Centered
Design of Symbiotic Hybrid Intelligence (HCDSHI 2022)2, held in June 2022 in Ams-
terdam, to explore the design and evaluation of HI systems and the application of design
patterns for the iterative design of such systems.

We investigated the following research question:

Can specific design solutions of hybrid intelligence systems be abstracted into
team design patterns in a way that they can be shared and applied in different

contexts?

In this paper, we present an approach for extracting generalizable team design pat-
terns from specific use cases and show that these design patterns are applicable across
domains. We applied a bottom-up approach, starting with use cases in which hybrid in-

2https://ii.tudelft.nl/humancenteredsymbioticHI/
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telligence systems are expected to improve performance, and abstracting general design
patterns for these HI systems from the use cases. We begin by describing the background
of hybrid intelligence and applications of design patterns for the development of HI sys-
tems in Section 2, continue with an overview of the applied approach (Section 3) and then
present concrete use cases, discussed during the workshop (Section 4). We apply pat-
tern engineering to identify HI patterns (Section 5) and discuss accompanying research
challenges (Section 6). Lastly, we conclude in Section 7.

2. Background

Hybrid Intelligence In the last years, more and more research has been done on hybrid
intelligence. The influence of AI technology on our daily lives increases, leading to the
necessity of AI systems to synergistically work with humans [5]. We adopt the defini-
tion of hybrid intelligence as “the ability to achieve complex goals by combining human
and AI, thereby reaching superior results to those each of them could have accomplished
separately, and continuously improve by learning from each other.” [8]. This contrasts
hybrid intelligence with, for example, human-in-the-loop learning, in which a human
interacts with the AI system during the learning phase to improve the system through
human involvement [12]. In HI, the human’s and AI’s capabilities are augmented, lever-
aging the strengths of the individual actors, and compensating for their weaknesses. An-
other essential aspect is that the human-AI system improves, with both agents (human
and artificial) learning from each other and their surrounding environment.

In the last years, first steps have been made towards developing design principles for
hybrid intelligence. For example, Dellerman et al. [13] specify prescriptive knowledge
about form and function (i.e., design principles) as well as principles of implementation
(i.e., a specific instantiation of these design principles for a HI system, a decision support
for business model validation). Additionally, in [12], a systematic literature review was
conducted on hybrid intelligence learning processes in which three patterns and three
sub-patterns of collaborative learning processes were derived, namely exploration, inte-
gration and decision support (with corresponding sub-patterns assimilation, exploitation
and explanation). Although these are good first steps, there is not yet a structured way
of specifying design solutions for hybrid intelligence systems and best practices that can
be shared across the different application domains. A possible way of specifying these
design solutions is through design patterns.

Design Patterns. Design patterns offer a framework for organizing and sharing design
knowledge within a particular field [14,15]. They consist of elements that can guide the
design process and provide a general understanding of how to approach a design problem
[16]. Design patterns are not meant to be rigid templates that must be followed exactly;
instead, they offer a general idea of how to address a recurring problem [17] and can
be adapted to the design problem at hand [18]. Each instantiation of a design pattern is
dependent on the specific situation in which it is being used. As the demand for designing
systems that involve both humans and AI grows, it becomes increasingly important to
document and share successful approaches and experiences in the field. Design patterns
have the potential to reduce development time, avoid repeating work, easily disseminate
design knowledge, and create stable and cohesive systems.
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There has been some research done on design patterns for hybrid systems. Van
Bekkum et al. [19] suggested design patterns for neuro-symbolic (AI) systems, showing
that a large number of systems could be composed by a small set of elementary patterns
as building blocks. Van Diggelen et al. [11] introduced the concept of team design pat-
terns as design patterns extended to meet varying teaming needs and teaming contexts
and proposed a graphical language for describing the design choices, which has been
applied to, e.g., decision-making in human-AI teams for first response [20] and moral
decision-making [10]. However, there has not yet been shown that these team design
patterns, extracted from design solutions of hybrid intelligence systems, can actually be
shared and applied in different contexts and systems.

Human-Centered Design. As described above, the area of hybrid intelligence focuses
specifically on combining the strengths of humans and AI systems by designing and de-
veloping the hybrid system as a whole. A related development is that in recent years, it
has become more common within the broader AI research community to take a human-
centered approach, popularizing the term human-centered AI [21]. This development
was influenced by the research area of human-centered design. According to ISO stan-
dard [22], “human-centered design is an approach to interactive systems development
that aims to make systems usable and useful by focusing on the users, their needs and
requirements [...]”. Several people have emphasized the importance of taking a human-
centered approach to designing AI as a way of creating AI systems that benefit people
and contribute positively to society [23,24]. This fits well with the hybrid intelligence
mindset, in which all agents, and specifically humans, benefit and grow from their col-
lective actions.

Practically speaking, taking a human-centered approach often means working with
tools like personas to thoroughly investigate the humans interacting with your designed
system before deciding what the system should do technically. It often involves engag-
ing with users through interviews or ethnography and studying the essential values in
the context of a use case. Within our work, we have taken elements from this approach
by looking at the users and stakeholders within a use case first, rather than at the func-
tionalities of the technology. We have used methods similar to personas and storyboards
(see [25,26] for examples of personas and storyboards for human-centered AI) in the
process of designing hybrid human-AI systems, to ensure a holistic view on the socio-
technical system in which an AI system operates, rather than to focus solely on technical
challenges.

3. Approach

With the goal of answering the research question, we organized the HCDSHI’22 work-
shop co-located with the first International Conference on Hybrid Human-Artificial In-
telligence (HHAI’22)3 to facilitate the bottom-up process of analyzing concrete use cases
to move to drafts of design patterns. The main body of the workshop consisted of a
work session in which participants were divided into four groups of about six people.
Each group was assigned one of the following use cases to work on: First Response; Au-

3https://www.hhai-conference.org/hhai2022/
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tonomous monitoring of animal wildlife; Personalized (emotional) care; Assembly and
maintenance process.

The groups were guided through 5 phases with storyboarding material (paper, mark-
ers, post-its, printed illustrations of stakeholders and robots, etc.; see Figure 1) and a se-
ries of templates that posed questions to the group about design-pattern-related aspects
of the use cases in a human-centered manner, based on the Socio-Cognitive Engineering
method [27]. The templates focused on user story, functions of the AI system(s), effects
of the system and how such effects could be measured. The complete templates can be
found at [28]. The structure of the activities was as follows:

(a) Use case pitches: the use cases mentioned above were based on work submitted by
participants. The authors of the use case explained the use case in a three-minute
pitch.

(b) Defining stakeholders: the groups defined all human users and other stakeholders
involved in the use case. The template centered around the ‘user story’ and con-
tained questions about the motivations, values, and goals of these people, motivat-
ing participants to define the stakeholders as personas (providing name, age, and
hobby).

(c) Mapping the hybrid system: the groups mapped out the hybrid human-AI system
relevant to their use case using the storyboarding material. The focus was on the
interactions between the different humans and AI systems, how each might learn
from such an interaction, and the information flows within the system (see Fig. 1
for an example).

(d) Defining functions: the groups derived what the different functionalities of the AI
systems were or should be, guided by questions about objectives, inputs, outputs,
and interactions with users.

(e) Visual presentations: the groups presented their results and the participants pro-
vided feedback based on the visual maps created and the explanations.

(f) Iterating and defining effects: as a final step, groups iterated on their visual hybrid
human-AI system maps and defined what possible (positive and negative) effects
the implementation of the hybrid human-AI system might have on society, task
performance, or stakeholders. If they had time left, they worked on the fourth tem-
plate, which hypothesizes how such effects could be measured in an implementa-
tion or experiment.

The output of these sessions were visual maps such as the one shown in Figure 1, as well
as filled-out templates. After the workshop, we organized a series of digital group meet-
ings with participants to continue working on the use cases. We made digital versions
of each use case map and translated them into more generalizable team design patterns
through brainstorming sessions and discussions.

4. Use cases

In this section, the four use cases presented and discussed during the HCDSHI’22 work-
shop are described. For each use case, we provide a short problem description, intro-
ducing the domain, followed by a specific design solution of a possible hybrid system,
including actors, tasks, and goals of the situation.
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(a) (b)

Figure 1. (a) An example of the visual mapping of a hybrid human-AI system for the First response use case
as created during the workshop, using storyboarding materials; (b) An overview of the workshop activities.

4.1. Use case ‘First response’

First responder (FR) organizations work in environments that are highly complex, dy-
namic, and unpredictable, such as buildings on fire or sites affected by natural disasters.
To support them, increasingly advanced AI technology is introduced, which in turn leads
to new challenges, such as cognitive overload of FRs due to having to monitor and make
decisions based on the incoming data. By introducing human-AI teams, the workload of
the human can be reduced and the incident can be handled more effectively.

In the present use case we concentrate on the collaboration between unmanned ve-
hicles and FRs, as visualized in Figure 2. A factory is on fire, while people might still
be in the building. The human-AI team arriving at the location consists of FRs and sev-
eral unmanned ground vehicles (UGVs) and unmanned aerial vehicles (UAVs) that can
(semi-)autonomously explore the environment. The UGV interprets the environment, de-
tecting objects and persons. When the UGV detects a victim, it analyses the status of the
victim (e.g., through infrared cameras, object detection) and determines whether it can
handle the situation by itself or needs (human) help. If the UGV decides it cannot handle
the situation, it notifies a FR with the available information who takes over the direct
communication with the victim and sets next steps. The UAVs also explore the environ-
ment, gathering sensor and video data. An AI system analyses this data and interprets it
(e.g., object or fire detection). The interpreted information is sent to a FR who can act on
this information by validating or discarding it, allowing the AI system to learn from such
feedback.
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Figure 2. Overview of the hybrid human-AI teams and their roles in the context of a first response use case.

4.2. Use case ‘Assembly and maintenance processes’

Figure 3. A hybrid human-AI maintenance team and the roles of the agents.

Industry workers must adapt to the new environment caused by the trend of mass
customization in the context of Industry 4.0 [29]. Small lot sizes and wide design vari-
eties require assembly workers to perform ad-hoc assembly and maintenance steps with-
out prior detailed training which requires constant concentration and puts high cogni-
tive workload on the worker. Human-AI teams pose a potential solution to reduce the
workers’ cognitive workload.

In a fictional use case, illustrated in Figure 3, an inexperienced service technician
works in collaboration with an AI agent to repair a mobile phone. The AI agent analyzes
the broken mobile phone with object detection and queries the company’s knowledge
base to provide the service technician with relevant information while the service tech-
nician improves the analysis quality by validating the results and giving feedback on the
results to the AI agent.

Another design solution could be that after the AI agent identifies the problem, the
AI agent provides an interactive step-by-step guidance to the service technician where
the service technician can edit step descriptions by communicating with the AI agent.

4.3. Use case ‘Autonomous monitoring of animal wildlife’

Biodiversity is declining faster than at any time in human history [30], negatively im-
pacting human well-being and economic prosperity all over the planet. Reversing biodi-
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versity loss and promoting its sustainable use require evidence-based management prac-
tices. For that purpose, it has been agreed that the best available data and technology
should be made accessible to experts, decision makers, and the public [31, Target 21].

In this use case, the hybrid team aims at monitoring animal wildlife in a given terri-
tory for an extended, multi-year period. A visual representation is given in Figure 4. The
AI has access to on-site sensors (e.g., camera traps, microphones from static arrays [32]
and aboard autonomous vehicles). The human in the team is an expert who can identify
essential biodiversity variables (EBVs) [33], such as species- or community-level abun-
dance, from the acquired sounds and images. The AI aims at autonomously reporting
biodiversity status in a manner compatible with the language of human experts. Thus, it
interacts with the expert and learns how to map sensor signals to an ontology based on
EBVs. In this process, the AI uses self-supervised methods [34] to learn data structure,
and graphically communicates to the expert what it has learned. The expert experiences
this interaction as AI-aided data exploration, and provides knowledge to the AI both ex-
plicitly through data annotation as well as implicitly through browsing decisions. The AI
learns about ecological phenomena and puts its beliefs to test by presenting hypotheses to
the expert. The expert owns final judgment about factual truth and about how satisfactory
the AI model is.

Figure 4. A hybrid human-AI team and their roles in the context of monitoring animal wildlife.

4.4. Use case ’Personalized (emotional) care’

Another concrete scenario for a human-AI team is located in the medical domain. In
particular, we look at the use case presented in [35], where a social robot is employed
in an emotional support youth program. Younger patients might experience stress when
undergoing mental therapy, therefore, a social robot could help to overcome the commu-
nication barrier by providing a safe environment for the patient preventing them from
directly communicating with an adult [36].

In the described scenario from [35], the child has one-to-one interactions with the
robot where they can share personal experiences or discuss specific issues, as visualized
in Figure 5. The shared verbal insights from the child are transformed into a personal-
ized knowledge graphs (KGs) and specific events are mapped to an abstract emotional
support KGs. Based on the two KGs the AI can select an appropriate response to provide
emotional care (e.g., encouragement) to the child. The expert has a supervision role and
inspects the additions to the personalized KGs to verify the correctness of the abstract
KGs mappings. In case an issue is found, the expert can make improvements such as
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removing, adding, or correcting elements of the KGs and its mappings. The AI learns
from each KGs adjustment and improves over time.

Figure 5. A hybrid human-AI team aiming at providing personalized (emotional) care to young patients.

5. Team Design Patterns

In this section, we describe the team design patterns (TDPs) that were identified based
on the design solutions described in the use cases.

Examining the four outlined use cases, we can extract three primary design patterns
from the domain-specific hybrid intelligence solutions, namely AI Advisor and Human
Performer TDP, AI Performer and Human Assistant TDP, and AI Performer and Human
Validator TDP. We extracted the TDPs by iterating on the derived TDPs on different
levels of abstraction. We targeted to extract TDPs at a level of abstraction for which we
could show that the TDPs are applicable for not only the use case it has been derived
from, but also for at least one of the other use cases.

In the following, we describe the derived TDPs in detail.

AI Advisor and Human Performer. To reduce cognitive workload for the human partic-
ipant, the task of analyzing plausible choices is outsourced to the AI agent. While the AI
analyses the resources and provides recommendations, the human agent has final deci-
sion on the choice of alternatives, as shown in Table 1. Examples of how this pattern can
be implemented are seen in the maintenance (the AI recommends steps to the technician;
Sect. 4.2) and wildlife monitoring (the AI suggests hypotheses to the expert; Sect. 4.3)
use cases. This design pattern also allows co-learning among the team members. On one
side, feedback from the human participant is used to improve the AI’s recommendations
over time. On the other hand, the suggestions provided to the human actor can expand
their knowledge and give them new perspectives.

AI Performer and Human Assistant. The AI and the human agent have their own ca-
pabilities, which are inherently limited. While the AI is good at performing a particular
task, it can happen that human assistance is required at some point in time. In such cases,
the AI proactively request assistance from a human agent. An instance of this pattern is
seen in the first response use case (Sect. 4.1), where a UGV interprets the environment
and decides if it can handle the situation itself or a fire fighter’s assistance is needed (e.g.,
when a conscious human victim is encountered). This team design pattern is represented
in Table 2, where we also see that the pattern can lead to reduced cognitive workload for
the human team member. This pattern relates to the idea of symbiotic autonomy where
limited agents ask for help from external agents to be able to carry out their tasks [37].
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Table 1. Team Design Pattern: AI Advisor and Human Performer

Description The AI agent performs an analysis (0) and provides a set of possible options in
the form of recommendations (e.g., a possible course of action) to the human par-
ticipant (1), who validates the options and takes the final decision on the optimal
solution (2). Lastly, the human actor responds with improvement items concerning
the recommendations (3).

Visualization

Expected effect - The human agent saves cognitive load by outsourcing the options set creation to
the AI. Thus, the quality of the human’s primary work increases.
- Inexperienced human agents improve their solution deduction capabilities.
- The quality of the AI’s recommendations improves over time.

Use when - The human must retain high concentration for their primary work.
- The human lacks experience to identify a wide range of options, but is experienced
enough to choose the optimal solution from the given choices.

Table 2. Team Design Pattern: AI Performer and Human Assistant

Description The AI performs a certain task (0) and monitors its own state to determine whether
there are aspects that need human involvement (1). Once the AI recognizes that hu-
man intervention is necessary, it proactively requests assistance (2) from the human
by communicating relevant information. The human interprets the situation and
makes a decision and subsequently subsequently hands back the task/responsibility
to the AI (3).

Visualization

Expected effect The human gets involved only when their capabilities are needed. This frees up
limited (cognitive) resources of the human.

Use when - There are limited resources and the team needs to be efficient.
- The human should make some decisions, but the AI can work on other tasks
autonomously.

AI Performer and Human Validator. While autonomous AI agents reduce human’s cog-
nitive workload and let them concentrate on other tasks, human (ethical) supervision is
often needed. This design pattern is represented in Table 3 and its implementations are
found in all four use cases. In the personalized care example (Sect. 4.4) a domain expert
supervises the AI interactions with the patient to ensure a stable and safe environment.
In the first response use case (Sect. 4.1) a fire fighter validates that the AI correctly inter-
prets the situation, while in the maintenance scenario (Sect. 4.2) the technician validates
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the result of the suggested repairs. Lastly, in the wildlife monitoring scenario (Sect. 4.3)
an expert validates the visual information provided by the AI and extends it by provid-
ing further annotations. In all four examples, the AI uses the feedback received from the
human actor to improve over time.

Table 3. Team Design Pattern: AI Performer and Human Validator

Description The AI Agent autonomously performs a certain task (0). It provides an overview
of essential information without any recommended course of action to the human
actor (1). The human agent has a supervision role, verifying that the information is
correct (2). If they believes an adjustment is needed, they responds with improve-
ment items (3).

Visualization

Expected effect - The human actor saves time and concentration power by outsourcing the informa-
tion retrieval process to the AI.
- The quality of the human’s primary work increases by retaining a higher level of
concentration.
- The quality of the AI’s information retrieval improves over time.

Use when - The available information cannot be processed by the human in reasonable time
or in satisfying quality.
-The human must retain high concentration for their primary work.
-The AI agent can autonomously perform a task, but ethical supervision is needed.

It becomes clear that a specified hybrid intelligence solution can be generalized
into TDPs that are applicable to different domains. Thus, solutions can be shared across
domains and specific hybrid intelligence implementations by means of TDPs, both by
means of abstracting the comparable design solutions towards one TDP, but also by using
specified TDPs as inspiration for specifying design solutions in other use cases.

6. Discussion

We have presented a workshop method for extracting TDPs from specific design solu-
tions (based on use cases) that can serve as a reference for the newly forming research
community of Hybrid Intelligence. We showed that the method was successful in deriv-
ing generalizable TDPs that were applicable for different domains. Participants of the
workshop were HI experts or domain experts, with different technical backgrounds. The
method and TDPs were new for many workshop participants; however, the participants
were able to specify HI design solutions with the workshop method and specify TDPs,
which shows that the method is practical and intuitive and not overly complicated.

The group size in general was perceived by the participants as appropriate; however,
a limitation was the number of involved domain experts. Only a few domain experts (e.g.,
a firefighter for the first response use case) attended the workshop. As domain experts



E. van Zoelen et al. /

provide valuable information to characterize the human actor’s interaction strategy with
an AI agent, we recommend having at least one domain expert per group and in general
to increase the amount of domain experts involved.

Regarding the specification of TDPs, it is noteworthy that TDPs can have different
levels of abstraction. In this paper, we have presented only relatively high-level TDPs,
as our goal was to show the generalizability and applicability for different domains. This
is also possible for lower level TDPs, but not necessarily for the given set of use cases
presented and developed during the workshop. In fact, the workshop’s groups concluded
with TDPs of different abstraction levels which were later harmonized by the authors to
simplify TDP profiles (which were presented in this paper). For instance, a lower level
TDP included the applied technology of a use case (e.g., computer vision with stereo
camera) to specify the context and effects of the TDP in more detail.

A limitation of the current work is that due to the small representation of domain
experts, real-world constraints might have been overlooked in the specification of the
use cases and TDPs, which might have led to oversimplification of the TDPs or that the
TDPs do not correspond to practical considerations. In addition, the defined TDPs have
not yet been evaluated in real, implemented HI systems.

7. Conclusion

With the progress of AI capabilities, research and industry struggle to harness and scope
synergy effects in scenarios where both human and AI agents collaborate to complete
a main goal (defined as HI). TDPs have been identified as a useful instrument to scope
human-AI collaborative work, to highlight the requirements and the resulting effects of
such collaboration, and to derive and share reusable design solutions. In this paper, we
reported the procedure and the outcome of an academic workshop aiming to abstract
TDPs from four defined use cases. Each use case addressed a different domain, respec-
tively emergency response, manufacturing industry, wildlife observation, and child edu-
cation. The TDPs were abstracted under the consideration of the collaboration between
the miscellaneous stakeholders, including domain and AI experts. One of the three final
TDPs could be applied to the context of all use cases indicating the impact on design
decisions of HI systems TDPs might have, and their potential to find and share generic
HI designs with stakeholders from different disciplines. Given the positive outcome of
the workshop, future work will focus on evaluating the TDPs in real-world scenarios and
improving the TDP abstraction and standardization process.
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